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Abstract  

The increasing complexity of cyber threats has made traditional network defence mechanisms 

inadequate; especially in smart environments handling high-volume data traffic. Modern-day 

attackers utilize advanced tactics, exploiting vulnerabilities within networks and systems, often 

bypassing conventional defences. The aim of this study is modelling of smart cyber threat 

detection and mitigation using deep packet inspection and deception based machine learning 

technique. To achieve this, data was collected from Silexsecure limited, Alibaba and Kaggle 

repository considering six attack classes which are brute force, benign, distributed denial of 

service, Structured Queried Language (SQL) injection attack, and normal packet. Three machine 

learning algorithms which are Support Vector Machine (SVM), Decision Tree (DT) and Artificial 

Neural Network (ANN), were selected and trained to generate three Deep Packet Inspection (DPI) 

models, using Matlab programming language. Comparative analysis was performed on the models 

with recorded accuracy of 91.8% for DT, 89.9% for ANN and 81% for SVM. Upon selection of the 

DT based DPI model as the best, a honeypot-based deception security model was selected and then 

integrated with the DPI as a smart deception security model using Python programming language. 

Several simulation experiments were performed to demonstrate the effectiveness of the model and 

results showed its reliability in security network infrastructures against selected online threats. The 

model was implemented to secure an online network infrastructure employed by users for E-

commerce activities using Javascript and Python programming language. The results when tested 

with legitimate packet, successfully allow the user access to the main server, however when tested 

with SQL injection attack allowed the user access to a decoy facility where the threat information 

were collected at the back-end and for threat intelligence analysis. 

Keywords: Cyber Threat, Deep Packet Inspection, Threat Detection, Deception-Based Security 

Model, Threat Mitigation, Machine Learning 

1. INTRODUCTION 

Generally, reliability of a network 

infrastructure involved collective 

components of integrity, availability and 

confidentiality [1,2,3]. Over the years, 

several Deep Packet Inspection (DPI) 

models have been developed considering 

both machine and deep learning models as 

some of the most recent techniques in 

literature applied and proposed to solve 

network security problem [4,5,6]. Another 

innovative approach is the application of 

deception technique which is aimed at 

diverting the attacker’s attention from the 
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main network facility [7,8,9]. However, both 

techniques have their limitations when 

deployed as standalone security solution, but 

integration of the two concepts presents a 

strong force for network security solution.  

Accordingly, this study presents a 

hybrid approach which merged the DPI and 

deception solution to provide an enhanced 

security solution against several threats on 

network facility [10,11]. This was achieving 

through the adoption of a suitable data 

model that characterized network threats and 

then after process was applied to train three 

selected machine learning algorithms to 

present three DPI models which were 

comparatively analyzed to identify the most 

suitable for the proposed hybrid solution. 

More so, a deception solution of honey-web 

was adopted and then integrated with the 

ML based DPI model to presented a 

comprehensive network defence system 

using Python and JavaScript [11]. Several 

experiments were carried out to assess the 

model performance considering several 

threats scenarios and also legitimate users. 

The solution performance is evaluated to 

demonstrate the ability of the security 

solution to offer reliable network security 

based on a case study infrastructure.  

 

2. Data collection, data description and 

data pre-processing 

The study utilized both primary and 

secondary data. The primary dataset was 

collected from Silexsecure limited, Alibaba 

and Kaggle repository considering six attack 

classes which are brute force, benign, 

Distributive Denial of Service (DDoS), 

Structured Queried Language (SQL) 

injection attack, and normal packet. Three 

machine learning algorithms which are 

Support Vector Machine (SVM), Decision 

Tree (DT) and Artificial Neural Network 

(ANN), were selected and trained to 

generate three Deep Packet Inspection (DPI) 

models, using Matlab programming 

language. The secondary is the Software 

Defined Network (SDN) intrusion dataset 

from the Kaggle repository which is an 

online network infrastructure. Other data 

used for the research were collected from 

interdisciplinary domain experts in cyber 

security, data science, telecommunication 

engineering, and data analysis. The data was 

processed using imputation technique which 

by fixing duplicate and missing values 

automatically based on mean imputation, 

then feature extraction was performed using 

Analysis of Variance (ANOVA). 

The SDN intrusion dataset is made 

up of 79 attributes of SDN threat and 

grouped into four different attack classes of  

DDoS, Cross-Site Scripting (XSS) 

intrusions, brute force, SQL injections, 

normal packet and benign traffic. The 

sample size of the data is 1,188,333 rows of 

observations related to network intrusions 

and white-listed traffic. The breakdown of 

observations for each type of traffic is 

presented in Table 1 

Table 1: Attack class and number of 

observations 
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2.2 The Deep Packet Inspection and 

Deception Solution 

The focus in this study is on cyber 

threat detection and mitigation on an online 

infrastructure using a combination of 

machine learning and software-defined 

network-based honeyweb (SDN-honeyweb) 

approach. The process flow diagram for the 

cyber threat detection and mitigation 

solution is given in Figure 1. 

 
Figure 1: The process flow diagram for the cyber threat detection and mitigation solution 

 
Figure 2: Mind mapping diagram of the solution procedure 

According to Figure 1, the cyber 

threat detection and mitigation solution 

began with data collection of network threat 

information to curate the problem dataset. 

Next, is the data pre-processing and data 

splitting followed by the training of the three 

selected machine learning (ML) algorithms 

which included Support Vector Machine 

Data collection
Data preprocessing and 

data splitting
Machine learning model 
training and validation 

Deep packet inspection 
using the machine 

learning models-based 
Honeyweb deception 

approach

Integration with e-
commerce facility and 

experimental validaiton 

Deployment of the 
solution
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(SVM), Decision Tree (DT) and Artificial 

Neural Network (ANN).  The cyber threat 

detection ability of the ML models are 

compared using well-defined success 

metrics and the best model is selected for 

integration into the packet inspection model 

and merged with a deception facility that is 

based on the Honey-web model. This is 

applied as a smart deception framework for 

protection of online network infrastructure. 

Real-time controlled tests, taking into 

account the several threats such as SDN 

injection attack are used to validate the 

intelligent threat detection system. The 

smart deception solution is then integrated 

with e-commerce facility and tested under 

threats condition to validate the work 

practically. The mind mapping diagram of 

the solution procedure is presented in Figure 

2. 

2.3 The Deep Packet Inspection Models (DPIM) and their Performance Evaluation Metrics  

In this work, three DPIMs were 

generated considering an artificial feed-

forward neural network, a support vector 

machine, and a decision tree. The DPIMs 

are developed with the aim of conducting a 

comparative assessment of the models to 

identify the best model which is then used 

for the network security applications. In the 

study, the DPIM is used as the monitoring 

mechanism, which inspects the features of 

packets penetrating towards the online 

network infrastructure. The DPIM extracts 

the features of the packet and then classifies 

the feature patterns with the trained model 

of the SDN attack. When threats or 

malicious features are detected, the packet is 

flagged as a threat, and the user is identified 

as an intruder. The parameters utilized for 

the DPI model assessment are positive 

predictive value, false discovery rate, 

accuracy, true positive rate and area under 

curve.   

i). Positive Predictive Value (PPV): The 

PPV quantifies true positive predictions and 

it  is computed as: 

PPV = TP / (TP + FP)  (1) 

Where: TP: True Positives; FP: False 

Positives 

ii). False Discovery Rate (FDR): FDR 

quantifies false positive predictions and it is 

computed as: 

FDR = FP / (TP + FP)   (2) 

Where: FP: False Positives 

iii). Accuracy: Accuracy measures the 

overall correct predictions and it is 

computed as 

Accuracy = (TP + TN) / (TP + TN + FP + 

FN)   (3) 

Where: TP: True Positives; TN: True 

Negatives; FP: False Positives; FN: False 

Negatives 

iv). True Positive Rate (TPR): TPR 

calculates the proportion of actual positives 

correctly predicted and it is computed as: 

TPR = TP / (TP + FN)   (4) 

v). False Negative Rate (FNR): FNR 

represents the proportion of actual positives 
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that were incorrectly predicted as 

negativesand it is computed as: 

FNR = FN / (TP + FN)   (5) 

2.4 System Integration of the security 

model on the network infrastructure  

The architecture of the system integration is 

presented in Figure 3. Incoming packet 

generated by the user are transferred to the 

network through the SDN, at this time, the 

deep packet inspection model monitors for 

the packet features through  real time 

classification process, then the decision 

algorithm allows access to the normal server 

for classified normal users and then the 

decoy server for the classified threat 

suspects. The use case architecture of the 

integrated system operation is presented in 

Figure 4which shows the use case 

demonstration of threat from attacker and 

then the use case of the normal packet 

transfer from normal user. 

 

Figure 3: Architecture of the integrated security model 

Specifically, in Figure 4, the architecture of 

the secured network with deep packet 

inspection and SDN honeyweb was tested 

with SDN threat from an attacker and then 

normal packet from another user. The 

incoming packets generated were processed 

through feature identification and packet 

inspection to classify the status of the 
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packet, and when malicious features were 

detected due to the SDN attack penetration 

from the attacker use case, the decision 

boundary allowed the user access to the 

decoy server, while if the packets were 

classified as normal, the user was allowed 

access to the main server for the e-

commerce activity. 

 

Figure 4: Use case architecture of the integrated system operation 

2.5 System implementation  

The implementation of this work was done 

with four software namely; Matlab, Python 

MySQL and Javascript. Matlab was applied 

to implement the training of the three 

machine learning algorithms as a deep 

packet inspection models. This was done 

using classification learner application 

software. The trained and validated models 

were used as building blocks to develop the 

smart deception solution which is DPI-

based-SDN-Honey-web solution for 

network security using Python programming 

language and MySQL.  

The python software was used in creating a 

honeypot deception model that simulates the 

diversion of attackers and legitimate users 

between a decoy server and the main 

(genuine) server. Using randomly generated 

IP addresses, the model assigns attackers 

different attack types such as SQL Injection, 

DDoS, XSS, Benign, legitimate, and Brute 

force, each with varying probabilities of 

being diverted to a decoy server. Legitimate 

users also face a small chance of false 

diversion. The implementation includes real-

time detection times and visualizes the 

diversion process through dynamic bar plots, 

allowing for an analysis of how efficiently 

attackers are redirected away from the main 
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system while legitimate users access it. This 

approach, executed in Google Colab, 

demonstrated the model's workability and 

adaptability in handling diverse cyber attack 

scenarios.The smart deception model was 

then integrated to protect an online network  

infrastructure used for E-commerce 

activities using Javascript and MySQL 

programming language. The configuration 

parameters used for this work are reported in 

Table 2.  

 

 
Table 2: Simulation parameters 

 

3. RESULTS AND DISCUSSIONS 

The results of the performance of the 

DPI model-based SDN-honeyweb on 

legitimate users are shown in Figure 5. The 

bar chart in Figure 5 showed the connection 

of legitimate users with their IP address to 

the main server to perform online activities 

stating the number of attempts the user tries 

to connect to the main server. The results 

showed that the honeypot was able to 

connect the users to the main server at every 

connection attempt.  
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Figure 5: Legitimate user connection to server 

Figure 6: DPI based SDN-honeyweb against DDoS attack 

Figure 7: DPI-SDN-honeyweb with SQL injection attack 
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The result for users with DDoS 

attack are shown in Figure 6. The bar chart 

in Figure 6 showsthe performance of the 

SDN-honeyweb with themachine learning-

based DPI models while considering DDoS 

attack. From the result, it was observed that 

9 individual attackers were used to try 

DDoD attack with each flooding the server 

with over 35 flood IP threats respectively. 

The results showed that the honeypot was 

able to correctly detection them and connect 

to honeypot server which is the deception 

facility to divert and monitor threat 

information.  

The SQL injection attack was evaluated with 

the SDN-honeyweb and DPI technique and 

theresult are shown in Figure 7. From the 

results, it was observed that the SDN-

honeyweb with the ML DPI model was able 

to correctly classify three users sending SQL 

attack to the network. The results showed 

that each of the user injected over 7 SQL 

attacks to the network and the honeypot was 

able to detect and allow the attacker access 

to the connection to honeypot server

The Cross-Site Scripting (XSS) attack was 

evaluated with the SDN-honeyweb and DPI 

technique and theresult are shown in Figure 

8. The DPI based SDN-honeyweb was able 

to connect the XSS attackers to the honeypot 

server where their information will be 

collected and used to improve the main 

network facility. Again, the Brute force 

attack was evaluated with the SDN-

honeyweb and DPI technique and theresult 

are shown in Figure 9. 

Figure 8: DPI based SDN-honeyweb with XSS attack 
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Figure 9: DPI-SDN-honeyweb with Brute force attack 

The results presented in Figure 10 is  a 

comprehensive reported of the honeypot 

server information showing number of 

connection attempts by illegitimate users 

trying to connect to the network and how the 

SDN-honeyweb diverted the attackers to the 

honeypot server. The result also showed the 

number of connections attempts from each 

IP address of attackers, and overall they 

were successfully connected to the honey-

pot server. The results in Figure 11 reported 

the diverted legitimate user to the main 

server. 

Figure 10: Attackers diverted to the honeypot server with DPI- Honeyweb 
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Figure 11: Classification of normal user and diversion to main server 

The comparative analysis of the models and 

their performance against benign and DDoS 

attack are presented in Table 3.It can be seen 

the DT model has the best accuracy of 91.8 

% for both the benign and DDoS attack 

while SVM has the worst accuracy with a 

value of 89.9 %. Similar trends are observed 

in the accuracy of the DT model in the other 

attack categories; the DT maintained highest 

accuracy in the detection of attacks and 

benign users. As such, the DT model based 

DPI model is adopted.  

Table 3: Comparison of the results of the machine learning-based DPI performance on 

Benign and DDoS Attack 

Metrics  ANN-

Benign  

ANN-

DDoS 

DT-

Benign  

DT-

DDoS 

SVM-

Benign  

SVM-

DDoS 

Positive Predictive Value (PPV): 96.7 96.1 99.9 97.9 85.7 80.7 

False Discovery Rate (FDR): 3.3 4.9 0.1 2.1 14.3 19.3 

True Positive Rate (TPR) 97.2 93.5 98.6 99.9 88.9 64.8 

False Negative Rate (FNR) 2.8 6.5 1.4 0.1 11.2 36.2 

Accuracy (ACC) 89.9 89.9 91.8 91.8 89.9 89.9 

 

4. CONCLUSION 

An approach for cyber threat 

detection and mitigation on an online 

infrastructure using a combination of 

machine learning and software-defined 

network-based honeyweb (SDN-honeyweb) 

is presented. The solution was tailored for an 

e-commerce platform.  The SDN-honeyweb 

has machine learning-based mechanism to 
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detect threat and benign traffic and hence 

divert the attention of the attacker from the 

main online network infrastructure to a fake 

network online facility using honeypots. 

Once the attacker is detected and diverted to 

the fake online platform, the system then 

collect threat intelligence from both the front 

and back ends of the online infrastructure. 

On the front end, the malicious threat data is 

collected and applied to divert the attacker 

to a fake server; on the back end, the threat 

information is collected from the virtual 

server and used for threat intelligence.  

The three selected machine learning 

(ML) algorithms includes Support Vector 

Machine (SVM), Decision Tree (DT) and 

Artificial Neural Network (ANN). The three 

models were trained using data that was 

collected from Silexscure limited, Alibaba 

and Kaggle repository. In the dataset, six 

attack classes were considered and they 

include brute force, benign, distributed 

denial of service, Structured Queried 

Language (SQL) injection attack, and 

normal packet. In all, the DT model 

performed best among the three ML models 

in detecting and clarifying the traffic as 

benign or threat. 
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