
International Journal of Real-Time Applications and Computing Systems (IJORTACS) 
 

Corresponding Author Tel:  +2348069542502                                                                   525 
 

 

AN ENHANCED DYNAMIC TIME QUANTUM MEAN ROUND ROBIN ALGORITHM 

FOR EFFICIENT RESOURCE ALLOCATION IN CLOUD COMPUTING 

Bamaiyi Sule*1, Dr. Etemi Joshua Garba2 , Dr. Yusuf Musa Malgwi3 

1,2,3Department of Computer Sciences, Modibbo Adama University Yola, Adamawa State, 

Nigeria. 
1*Bams4ann@gmail.com, 2e.j.garba@mau.edu.ng, 3yumalgwi@mau.edu.ng 

 

Abstract 

This study presents an impartial scheduling algorithm that allocates the same time quantum to 

all processes. The selection of time quantum and preemptive strategies significantly impacts 

the algorithm's performance. This research introduces an enhanced version of the Revamped 

Mean Round Robin (RMRR) CPU scheduling algorithm, titled 'An Enhanced Dynamic Time 

Quantum Mean Round Robin Algorithm for Efficient Resource Allocation in Cloud 

Computing.' Through empirical evaluation, the new algorithm demonstrated improved 

performance metrics compared to existing scheduling approaches. Benchmarking against 

other algorithms in the literature, other new algorithm yields minimal average waiting time 

(AWT), average turnaround time (ATAT), and number of context switches (NCS). These 

findings underscore the efficacy of the newly developed algorithm, suggesting its preference 

for systems employing Round Robin (RR) CPU scheduling. 
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1. Introduction 

In recent time, the concept of resource allocation is paramount to address in the cloud computing 

environment. Cloud computing is an emerging and trending technology (Pradhan, Prafulla. 

Behera, Ray, 2016). It aims to provide reliable, customized and Quality of Service (QoS) 

guaranteed computing dynamic environments for end-users. It is platform independent, hence 

         Volume 3, Issue 5, May. 2024, No. 48, pp. 525-541 

Submitted 2/2/2024; Final peer review 21/3/2024 

Online Publication 4/5/2024  

Available Online at http://www.ijortacs.com 

 

 

mailto:Bams4ann@gmail.com
mailto:e.j.garba@mau.edu.ng


International Journal of Real-Time Applications and Computing Systems (IJORTACS) 
 

Corresponding Author Tel:  +2348069542502                                                                   526 
 

users have no need to install any piece of software on their local PC and the resources provided 

by the cloud developers are used on a rented basis in a pay as you go manner (Gokilavani, Selvi, 

and Udhayakumar, 2013; Bhavani and Guruprasad, 2014;  

Currently Cloud Computing is an emerging computing technology which is the big step in 

development and deployment of an increasing number of distributed applications (Pradhan, et 

al., 2016). Cloud Computing is defined as the computing model that operates based on Clouds. 

In turn, the Cloud is defined as a conceptual layer11 that operates above an infrastructure to 

provide services in a timely manner (Prakash et al., 2014). The emergence of cloud Computing is 

aim at providing reliable, customized and Quality of Service (QoS) guaranteed computing 

dynamic environments for end users (Pradhan et al., 2016). Distributed processing, parallel 

processing and grid computing together emerged as cloud computing. The basic principle of 

cloud computing is that user data is not stored locally but is stored in the data center of internet 

(Gokilavani et al., 2013). According to the National Institute of Standards and Technology 

(NIST) definition, Cloud computing is a model for enabling ubiquitous, convenient, on-demand 

network access to a shared pool of configurable computing resources (e.g., networks, servers, 

storage, applications, and services) that can be rapidly provisioned and released with minimal 

management effort or service provider interaction (Mell and Grance, 2011; Biwas, Samsuddoha, 

Asif, and Ahmed, 2023). 

There are numerous advantages of cloud computing the most basic ones being lower costs, re-

provisioning of resources and remote accessibility. Cloud computing lowers cost by avoiding the 

capital expenditure by the company in renting the physical infrastructure from a third party 

provider (Pradhan, et al., 2016; Biwas et al., 2023). Due to the flexible nature of cloud 

computing, we can quickly access more resources from cloud providers when we need to expand 

our business. The remote accessibility enables us to access the cloud services from anywhere at 

any time. To gain the maximum degree of the above mentioned benefits, the services offered in 

terms of resources should be allocated optimally to the applications running in the cloud. Cloud 

computing, at its simplest, is a collection of computing software and services available from a 

decentralized network of servers (Yaashuwanth, and Ramesh, 2015; Igbal, Ullah, Khan, Aslam, 

Shaheer, Humayon, Salahudin, and Adeel, 2023). 
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2. CPU SCHEDULING ALGORITHM 

The fundamental CPU scheduling algorithms are First Come First Serve (FCFS), Shortest Job 

First (SJF), Round Robin (RR), Revamped Mean Round Robin (RMRR), New Improved Robin 

Robin (NIRR), Improved Round robin with Varying Time Quantum (IRRVQ) and Improved 

Dynamic Round Robin (IDRR). The FCFS scheduling is the simplest CPU scheduling algorithm, 

which assigns CPU to the processes on the basis of their arrival time to the ready queue. The 

Arrived process is inserted into the rear of the ready queue and the process after execution is 

removed from the front of the ready queue. A longer CPU-bound process will dominate the CPU 

time and may force shorter CPU-bound processes to wait for long periods. In SJF, the scheduler 

sort processes according to minimum burst time in the ready queue, so that the process having 

least burst time is scheduled first. If two processes have same burst times, then FCFS is 

followed. Processes which require large time may wait for prolonged periods, because the CPU 

will execute short processes first. It has been proven as the fastest scheduling algorithm. Round 

Robin (RR) is particularly designed for time-sharing systems; each process have a small unit of 

CPU time (time quantum). This algorithm allows a process in the ready queue to run until its 

time quantum finishes, and then executes the next process in the ready queue. While in the 

Revamped Mean Round Robin, New Improved Round Robin, Improved Round Robin with 

Varying Time Quantum and Improved Dynamic Round Robin, queues are created to hold 

incoming processes, and the time quantum are determine both statically and dynamically.  

2.1 SCHEDULING CRITERIA 

Different CPU scheduling algorithms have its own properties as mentioned above. The choice of 

a specific algorithm may favour one class of processes over another. For choice of an algorithm 

for a particular situation, the characteristics of various algorithms must be taken in consider 

(Kathuria, Singh, Tiwari, & Prashant, 2016). Many criteria have been proposed for comparing 

CPU scheduling algorithms. These characteristics are used to compare and to make a significant 

difference in which algorithm is judged to be the best one. 

The scheduling criteria include the following: 

i. Context switch: A context switch is a procedure that a computer's CPU (central 

processing unit) follows to change from one task (or process) to another while ensuring 

that the tasks do not conflict. 

ii. CPU utilization: The percentage of time that the CPU is busy. 
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iii. Throughput: The number of processes completing in a unit of time. 

iv. Turnaround time:  is the time interval from the time of submission of a process to 

the time of the completion of the process. 

v. Waiting time: The total amount of time that a process is in the ready queue. 

vi. Response time: The time between when a process is ready to run and its next I/O request. 

A good scheduling algorithm should possess the following characteristics as stated by (Khatri, 

2016; Omotehinwaet al., 2019). 

i. Minimum context switches. 

ii. Maximum CPU utilization. 

iii. Maximum throughput. 

iv. Minimum turnaround time. 

v. Minimum waiting time. 

vi. Minimum response time 

The performance of Round Robin CPU scheduling is depends on time quantum selection, 

because if time quantum is large then RR will works the same as the FCFS. If the time quantum 

is very small then context switches will be very high. Different values of time quantum will lead 

to different performances and will affect the algorithm's efficiency by affecting the turnaround 

time, waiting time, response time and number of context switches. 

The Developed algorithm calculates time quantum dynamically, by taking the time quantum in 

the pre-ready queue to be equal to min burst time of process available in the pre-ready queue 

multiply by two that is TQ= min burst time * 2. While for ready queue time quantum is 

dynamically calculated as root-mean-square of the available burst time of processes Multiply by 

1.7, that is TQ = root-mean-square *1.7. 

This algorithm together with FCFS, SJF, RR are implemented and their results are compared 

based on average turnaround time, average waiting time, average response time and number of 

context switches. Results of the analysis shows that the developed algorithm is very promising as 

it out performed other algorithms in term of average turnaround time, average waiting time, 

average response time and number of context switches. 
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3. REVIEW OF RELATED LITERATURE 

This section gives a review of related work done by some researchers on the variant scheduling 

Algorithm, considering both statically determine time quantum and dynamically determine time 

quantum. 

The author (Abdulrahim, Abdullahi, and Sahalu, 2014), proposed to improved the work of 

(Manish and Abdulkadir, 2012), titled New Improved Round Robin CPU (NIRR) scheduling 

algorithm. The proposed algorithm was implemented and benchmarked against five other 

algorithms. From their experiment, the proposed algorithm produces minimal average waiting 

time, turnaround time and number of context switches more than the other algorithms in their 

literature, but has a major drawback on response time. 

Yaashuwanth and Ramesh, (2015) and Abubakaret al., (2023), propose a Modified Round Robin 

Algorithm (MRR) where Time Slice (TS) is calculated and allocates based on (range× total no of 

process (N)) divided by (priority (pr) × total no of process (p)). Range is calculated by 

(maximum burst time + minimum burst time) divided by the scheduling process. From their 

results MRR outperform the Simple RR for all parameters. (Samalet al., 2013) also proposed 

another algorithm called Time Slice Priority Based Round Robin (TSPBRR). TSPBRR focuses 

on priority and is compared to other variants. From their experimental result, TSPBRR focuses 

on priority and as compared to other variants. It is also observed that the ATAT and AWT in 

TSPBRR are superior to that in MRR algorithm.  Let ‘TQi’ is the time quantum in round i. The 

number of rounds i varies from 1 to n, where value of i increments by 1 after every round till 

ready queue is not equal to NULL. 

The author (pradhan et al. 2016), proposes an algorithm that modifies the RR algorithm with a 

dynamic time quantum. The algorithm calculates time quantum by maintain two different queues 

namely PRQ and RQ. The time quantum is obtained by taking the mean of the burst time of 

processes in the RQ.  When it allocates CPU to first process present in RQ if the remaining CPU 

burst time of the currently running process is less than time quantum then the CPU will still 

allocate the currently running process for remaining CPU burst time and after the process 

complete its execution, it will be removed from the ready queue and allocate CPU to next 

process. This mechanism helps in reducing the number of contexts switching and waiting time, 

but has a major drawback on response time and turnaround time.   
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In this work (Gupta, Priya, Carlos, garg, and Dinesh, 2022). Gupta Elaborate an optimized his 

earlier work of Priority Round Robin for better CPU Scheduling. The time-specific applications 

are assigned to Central Processing Unit (CPU) of the system and one of the most promising 

functions of the time-sharing operating systems is to schedule the process in such a way that it 

gets executed in minimal time. At present, the Round Robin Scheduling Algorithm (RRSA) is the 

most widely used technique in a timesharing operating system because it gives better 

performance than other scheduling techniques, namely, First Come First Serve (FCFS), Shortest 

Job First (SJF), and Priority scheduling. The major challenge in RRSA is the static value of Time 

Quantum (TQ) which have plays a pivotal to decrease or increase the performance of the system. 

In existing literature, many statistical techniques are used for identifying efficient time quantum 

for RRSA. However, there is limited exposure in existing literature on generating a learning 

model for identifying optimized TQ. In this research work, a new research direction is given for 

identifying Optimized TQ by training a learning model and predicting optimum TQ value.  

The author (Khatri, 2016), proposes an Improved Dynamic Round Robin model in which the 

median of the set of processes in the ready queue is considered as the optimal time quantum and 

if the median is less than 25 then its value must be considered as 25 to avoid the overhead of 

context switch. The first process in the ready queue is allocated to the CPU for a time interval of 

up to 1 time quantum. If the remaining burst time of the currently running process is less than or 

equal to 1 time quantum, the processor again allocated to the same process. Else the process is 

preempted and place at the rear of the ready queue otherwise the process will be halted. 

Experimental result shows that the proposed algorithm IDRR, when compared with various 

variants of Round Robin algorithm it produces minimal average waiting time and average 

turnaround time but has a major drawback on response time.  

The Authors (Nayak, et al., 2012), propose an algorithm which employs the median method to 

find out optimal time quantum. All processes in ready queue are arranged in ascending order 

based on their burst time. Median and the highest burst time is calculated and set as the time 

quantum. Their experimentally results performs better than the RR algorithm, by reducing 

context switching, average waiting and average turnaround time  

The Researchers (Manish and Faizur, 2014), propose an improve Round Robin with varying time 

quantum (IRRVQ) employ the features of Shortest Job First and Round Robin scheduling with 

varying time quantum to improve on Round Robin CPU scheduling. IRRVQ arrange all 
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processes found in the ready queue in ascending order according to their burst time and set time 

quantum equal to burst time of the first process in the ready queue. Their simulation results show 

that the waiting time and turnaround time have been reduced in the proposed algorithm 

compared to traditional RR. 

The author (Pradhan, 2016) proposed a Modified Round Robin Algorithm for Resource 

Allocation in Cloud Computing. In their work they modify the traditional round robin that has 

the drawback of static time quantum and high waiting and turnaround time. They address this 

issue by employing the use of dynamic time quantum to minimize average waiting and 

turnaround time. Their experiment was performed using matlab. Although their result drastically 

reduced the high average waiting and turnaround time found in the traditional round robin. The 

problem with their work is that, jobs with smaller remaining burst time are always kept in the 

queue which lead to higher response time and increase in context switches. 

The work of (Dash et al., 2015), presented a Dynamic Average Burst Round Robin (DABRR) 

uses dynamic time quantum. The processes are arranged in an ascending order in the ready queue 

base on their burst time. The average of the active processes in the ready queue are calculated 

and set as the time quantum after each iteration. Their results improved performance in terms of 

average waiting time and average turnaround time. 

4. THE DEVELOPED ALGORITHM 

The Developed algorithm worked the following steps: 

Step 1: Start 

Step 2: Create two queues PREREADYQUEUE (PRQ) and READYQUEUE (RQ) 

Step 3: new processes will put into PREREADYQUEUE 

Step 4: while (PRQ is not empty) Perform Round Robin with time quantum equals to n unit 

time.  

Step 5: Move all processed process to RQ from PRQ,in READYQUEUE, apply following steps. 

Step 6: TQ = root mean time square of burst time of processes present *1.65 in RQ. 

Step 7: Allocate CPU to first process that arrive in READYQUEUE. 

Step 8: If the remaining CPU burst time of the currently running process is less than or equal to 

the time quantum then allocate the CPU again to the currently running process for remaining 

CPU burst time.  
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Step 9: After completion of execution, remove the process from the ready queue and allocate 

CPU to next process in READYQUEUE. 

Step 10: If a new process arrives in the system during this time with Burst time less than Current 

Time Quantum, put it into READYQUEUE. 

Step 11: Else put it into PREREADYQUEUE. 

Step 12: Wait till current process get executed completely in READYQUEUE. Now go to step 4. 

Step 13: WHILE READYQUEUE is not empty. 

Step 14: Calculate AWT, ATAT,ART, NCS. 

Step 15: END 

 

Figure 1: Flowchart of the Developed Algorithm 
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5. Experimental Data 

We consider the experimental data generated using a random scheduler, with queue of five 

process P0, P1, P2, P3, P4, arriving at time 0, 1, 17, 2, 4 with burst time 99, 94, 48, 23, 27 

respectively, is used in carrying out the findings thus, the system considers five different 

processes with randomly generated burst time for each processes and their corresponding arrival 

time randomly generated by the random scheduler.  As displayed below in table 1 with their 

corresponding burst time.  

Table 1: Random Generated Processes, Arrival Time and Bust Time 

Process Arrival Time Bust Time 

P0 0 99 

P1 1 94 

P2 17 48 

P3 2 23 

P4 4 27 

5.2 The Various Algorithms Considered 

The following algorithm will be run and analyzed and the result will be compared with each 

other and the performance will be evaluated against the standard evaluation metrics of average 

waiting time, Average Turn-Around Time and Number of context switches, in other to determine 

the best performing algorithm, the algorithm are: 

a. The Revamped Mean Round Robin (RMRR) 

b. New Improved Round Robin (NIRR) 

c. Improve Round Robin with Varying Quantum-Time (IRRVQ) 

d. Improve Dynamic Round Robin (IDRR) 

e. The Developed Algorithm 

Table 2: Comparative Result Obtain from Various Algorithm Considered 

Performance metrics RMRR NIRR IRRVQ IDRR 
Developed 

Algorithm 

Average Waiting Time 

(s) 
151 145 145 145 142 
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Average Turn-Aaround 

Time (s) 
204 198 198 198 195 

Number of Context 

Switches (s) 
10 5 5 5 5 

Average Waiting Time 

 

Figure 2: Comparison of Average Waiting Time 

Average Turn-Around Time 

 

Figure 3: Comparison of Average Turn-Around Time 
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Number of Context Switches 

 

Figure 4: Comparison of Number of Context Switches 

Graphical Comparison of Various Algorithms Considered 

 

Figure 5: Comparison of Average Waiting Time, Average Turn Around Time and number of 

Context Switches 
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algorithm, result of this work provides an answer to this question by using dynamic time 

quantum. This developed algorithm together with other algorithm mentioned above were 

implemented in C# Programming Editor: visual studio 2017, and result were compared based on 

the following scheduling criteria namely, Average Waiting Time, Average Turn-Around Time, 

Number Context Switches. Based on the results obtained, it is observed that the developed 

algorithm performed better than the other algorithm because it produces minimal Average 

Waiting Time, Average Turn-Around Time, Number Context Switches compared. 
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